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Abstract— Obesity is one of the leading preventable causes of
death in the United States (U.S.). Risk factor analysis is a pro-
cess to identify and understand the risk factors contributing to
a particular disease, and is an imperative component in the de-
velopment of efficient and effective prevention and intervention
efforts. Most existing methods usually aim to build a one-size-
fits-all model to identify the risk factors at the population-level.
However, this type of methods does not take into consideration
of heterogeneity in the population. To overcome this limitation,
we formulate the subpopulation specific obesity risk factors
ranking problem, under the framework of multi-task learning
(MTL), to identify a ranked list of obesity risk factors for each
subpopulation (task) simultaneously with utilizing appropriate
shared information across tasks. By synchronously learning
multiple related tasks, MTL provides a paradigm to rank risk
factors both at the subpopulation and population-levels.

I. INTRODUCTION

At present, more than one-third (36.5%1) of adults living
in the United States (U.S.) are obese. Obesity is one of the
most common health threats and increases risk for negative
health comorbidities, e.g., diabetes, metabolic syndrome and
cardiovascular disease [1] and mortality [2]. Risk factor
analysis has been extensively applied to identify, rank and
understand the underlying factors for prevention and treat-
ment of obesity, e.g., [3].

Risk factor analysis is a statistical method to learn the
complex relationship between the dependent variable (i.e.,
target, outcome, output variable) and the independent vari-
ables (i.e., predictor or input variables), which is applied
for the prevention, intervention and treatment of preventable
diseases (e.g., obesity, cardiovascular disease, type 2 di-
abetes) [4], [5]. Conventional risk factor analysis utilizes
either regression methods to estimate the relations between
the dependent and independent variables, e.g., linear regres-
sion [6] and multivariate logistic regression [4], or standard
statistical tests to distinguish the significant/influential factors
using p-value, e.g., chi-square test [3], [7] and t-test [8].

The aforementioned risk factor analysis methods merely
study the risk factors at the population-level, considered as
single-task learning (STL) methods, which train a model for
the entire population. Therefore, they fail to capture the het-
erogeneity in the population. However, the causes of obesity
are multi-faceted and include both subpopulation-level and
population-level risk factors as well as obesity influences
some subpopulations more than others [9]. Subpopulations,

*Corresponding Author
1Dept. of Computer Science, Wayne State University, Detroit, MI 48202,

USA. {lu.wang3, dzhu, mdong}@wayne.edu
2Dept. of Family Medicine and Public Health Sciences, Wayne State

University, Detroit, MI 48202, USA. ekuhl@med.wayne.edu
1https://www.cdc.gov/obesity/data/adult.html

e.g., people in various ages, diverse races, different living
regions, etc., can be vastly different in their risk factors
for obesity; so that precise identification and ranking of
shared and unique risk factors for specific subpopulations
are necessary to maximize the efficiency and effectiveness
of obesity prevention and intervention efforts.

To conduct the risk factor analysis at both subpopulation
and population-levels, multi-task learning (MTL) is proposed
to rank the obesity risk factors for each subpopulation by
training multiple models simultaneously that incorporate the
heterogeneity between subpopulations [10]. Also, these sub-
populations may share some common information, which is
considered as the homogeneity in the population. To take into
account the homogeneity in the population, we hypothesize
that the multiple tasks are related though sharing a common
set of risk factors among tasks. To test this hypothesis, we
implement MTL with l2,1−norm regularization across all
tasks with a joint sparsity, which means each feature weight
is either small or large for all individuals [11].

In this paper, we conduct the obesity risk factors analysis
to implement a precise prevention, intervention and treatment
plan for both subpopulation and population simultaneously.
Fig. ?? demonstrates our MTL idea and compares with STL
approaches.
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Fig. 1: MTL trains multiple models simultaneously to obtain
multiple ranked lists of obesity risk factors, i.e., one ranked list
of obesity risk factors for each subpopulation, whereas STL
trains a single one-size-fits-all model to obtain a ranked list
of obesity risk factors for all subpopulations. Note that, in the
learned weight vector, color box indicates a higher weight and
white box means the weight is zero.

The rest of this paper is organized as follows: Section II
presents the MTL framework and the obesity risk factors
ranking algorithm. In Section III, the effectiveness of the
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MTL framework for ranking obesity risk factors is demon-
strated using a public data set. Finally, in Section IV, we
conclude with discussion and give future research directions.

II. METHOD

In this section, we start with the MTL framework and
define notations, which are used throughout the paper. We
then present the obesity risk factors ranking algorithm.

A. Multi-task learning framework

In the real-world scenario, multiple related tasks are more
common than many independent tasks. Let us begin with the
common object function for MTL that is used to minimize
the penalized empirical loss. Assume there are T tasks and G
continuous features in the data set, then we have the weight
matrix as W ∈ RT×G and MTL object function as:

min
W

L(W ) + Ω(W ), (1)

where L(W ) is the empirical loss function and Ω(W )
is the regularization/penalty term, which encodes the task
relatedness.

In MTL, L(W ) can be expressed as:

L(W ) =
1

2

T∑
t=1

XtW
T
t − Yt

2
F
, (2)

where t is the index of the task and Xt ∈ Rnt×G is the input
matrix of the tth task. Yt is the corresponding target value,
which is Body Mass Index (BMI) in our data set. ∥·∥F is
Frobenius norm.

To make sure that the weight of each feature is either small
for all participants or large for all participants, l2,1−norm
regularization:

Ω(W ) = ∥W∥2,1 , (3)

is used as the regularization term, where ∥W∥2,1 =∑G
g=1

√∑T
t=1 |wtg|2. Note that, g is the index of feature,

wtg is the weight for the gth feature in the tth task.
Thus, we have the MTL object function as:

min
W

1

2

T∑
t=1

XtW
T
t − Yt

2
F
+ λ

G∑
g=1

√ T∑
t=1

|wtg|2, (4)

where λ ≥ 0 is the tuning parameter that is used to control
the relative impact of loss function and regularization term
on the regression coefficient estimates. Larger value of λ
produces more sparse weight matrix.

B. Obesity risk factors ranking algorithm

The optimization problem proposed in Eq. (4) is a stan-
dard l2,1-norm regularization problem, which can be solved
efficiently via the proximal gradient descent based algorithm
that is summarized in Algorithm ?? as below.

Algorithm ?? outlines the learning procedure of proximal
gradient descent algorithm to solve optimization problem in
Eq. (4). In line 3, the search points in the i-th iteration (S(i))
are an affine combination of W (i) and W (i−1). Line 6 is

Algorithm 1: Proximal gradient descent algorithm for
l2,1-norm regularization problem.

Input: A set of feature matrices {X1, X2, · · · , XT }
and target value matrix Y for all T tasks, Initial
coefficient matrix W (0), λ

Output: W̄

1 Initialize: W (1) = W (0), d−1 = 0,
d0 = 1,γ0 = 1,i = 1;

2 repeat
3 Set αi =

di−2−1
di−1

,
S(i) = W (i) + αi(W

(i) −W (i−1));
4 for j = 2, 1, · · · do
5 Set γ = 2jγi−1;
6 Calculate W (i+1) = πP (S

(i) − 1
γ g

′
(S(i)));

7 Calculate Qγ(S
(i),W (i+1));

8 if g(W (i+1)) ≤ Qγ(S
(i),W (i+1)) then

9 γi = γ, break ;
10 end
11 end

12 di =
1+

√
1+4d2

i−1

2 ;
13 i = i+ 1;
14 until Convergence of W (i);
15 W̄ = W (i);

the building block for proximal gradient descent algorithm,
where πP (·) is the l2,1-regularized Euclidean projection:

πP (G(S(i))) =min
1

2
∥ W −G(S(i))) ∥2F +λ ∥ W ∥2,1,

(5)

where G(S(i)) = S(i) − 1
γi
∆L(S(i) is a “gradient” step of

S(i), and the gradient of the empirical loss function can be
calculated as:

∆L(S(i)) = [(X1S
(i)
1

T
− Y1)X1, ((X2S

(i)
2

T
− Y2)X2,

· · · , ((XTS
(i)
T

T
− Yt)XT ]. (6)

An efficient solution (Theorem ??) of Eq. (??) has been
proposed in [12].

Theorem 1: Given λ, the primal optimal point Ŵ of
Eq.(??) can be calculated as:

Ŵj=

⎧⎨⎩
(
1− λ

∥G(S(i))j∥2

)
G(S(i))j if λ > 0, ∥ G(S(i))j ∥2> λ

0 if λ > 0, ∥ G(S(i))j ∥2≤ λ

G(S(i))j if λ = 0
(7)

where G(S(i))j is the jth row of G(S(i)), and Ŵj is the jth

row of Ŵ .
In lines 4-11, the optimal γi is chosen by the backtracking

rule based on [13, Lemma 2.1, page 189], γi is greater than or
equal to the Lipschitz constant of g(·) at S(i), which means
γi is satisfied for S(i) and 1

γi
is the possible biggest step

size.



In line 7, Qγ(S
(i),W (i+1)) is the tangent line of g(·) at

S(i), which can be calculated as:

Qγ(S
(i),W (i+1)) = g(S(i)) +

γ

2
∥ W (i+1) − S(i) ∥2

+ ⟨W (i+1) − S(i), g
′
(S(i))⟩.

III. EXPERIMENTS AND RESULTS

To evaluate the performance of MTL for ranking obesity
risk factors, we extensively compare it with STL methods.
We first describe the setup of experiments and then describe
the data set we use. Finally, we discuss the results on the
ranked list of obesity risk factors obtained by MTL and STL
methods.

A. Experiments setup

In the experiments, MTL with l2,1−norm regularization
is implemented in Matlab language [14], while two STL
methods, i.e., linear model using generalized least squares
(LMGLS) and linear mixed-effects model (LMEM), are im-
plemented in R language using package nlme [15]. LMGLS
is trained using the gls function in the nlme [15], which
allows the errors to be correlated.

LMEM is extended from linear regression models for the
data, which is collected and summarized in the grouping
structure. LMEM is composed of two parts, i.e., fixed and
random effects. Fixed-effects terms usually correspond to
the traditional linear regression, while the random effects
are associated with subpopulation experimental units that are
drawn randomly from a population. The random effects have
a distribution whereas fixed effects do not. The covariance
structure is represented by LMEM and related to the data
with grouping structure by associating the common random
effects to observations, which have the same level of a
grouping variable. We treat categorical features as factors
with different levels, while consider continuous features as
random effects. LMEM is trained using lme function in the
nlme [15], which allows nested random effects and within-
group errors to be correlated.

B. Behavioral risk factor surveillance system (BRFSS) data
set

The BRFSS data set is a collaborative project between all
the states in the U.S. and the Centers for Disease Control and
Prevention (CDC), and aims to collect uniform, state-specific
data on preventable health practices and risk behaviors that
affect the health of the adult population (i.e., adults aged
18 years and older). In the experiments, we use the BRFSS
data set that is collected in 20162. The BRFSS data set is
collected via the phone-based surveys with adults residing in
private residence or college housing.

Considering that the sample size of a typical obesity study
data is usually limited, we randomly sample a subset of
data from the original BRFSS data set to validate our MTL
method. We obtain the sample size 2, 000 based on the
sample size estimation formula [16, Eq. 3.1, page 44].

2https://www.cdc.gov/brfss/annual_data/annual_
2016.html

After deleting the entries with missing and hidden values,
the preprocessed data set contains 2, 000 participants with
91 variables including 90 input variables and one output
variable, i.e., BMI.

C. Experimental results and discussion

We define tasks based on various age groups and geo-
graphic information to generate two different MTL settings:
A. Tasks in MTL1 are defined in terms of the predefined age
groups by [17] and its results are shown in Fig. 1; B. Tasks
in MTL2 are defined in terms of a geographic variable (i.e.,
states in the U.S.) and its results are shown in Fig. 2.

EnergyDaysPerMonth T1 T2 T3 T4
ExercisePerMonth T1 T2 T3
PainNonActiveDaysPerMonth T2 T3 T4
WorkHoursPerWeek T1 T2
DrinkPerMonth T1 T4
HoursSleepPerDay T2 T3
AgeOfDiabetes T1
AnxiousDaysPerMonth T3
PhonesUsage T4
PrediabetesBloodSugar T4

Fig. 2: Top five selected obesity risk factors for each subpopu-
lation using MTL based on various ages, i.e., T1 (Young adults:
18 ≤ age ≤ 44), T2 (Middle-aged adults: 45 ≤ age ≤ 64), T3
(Older-aged adults: 65 ≤ age ≤ 99) and T4 (Age information is
missing). Note that, first column with variable names presents
the names of obesity risk factors.

AL AZ AK CT CA CO DE FL IN HI ID IA KS KY SC SD LA ME MD MA MI MN MS
MONH NE NV NJ NM NY UT TN TX WYWI WVWARI PA OR OK OH ND NC VT VA
AL AZ AK CT CA CO DE FL IN HI ID IA KS KY SC SD LA ME MD MA MI MN MS
MONH NE NV NJ NM NY UT TN TX WYWI WVWARI PA OR OK OH ND NC VT VA
AL AZ AK CT CA CO DE FL IN HI ID IA KS KY SC SD LA ME MD MA MI MN MS
MONH NE NV NJ NM NY UT TN TX WYWI WVWARI PA OR OK OH ND NC VT VA

PhonesUsage CA DE HI IA KY SD ME NE NV NJ NY TN WI RI VT VA
BadPhysicalDaysPerMonth AK ID KY MA MS MO NH NE NV NJ TX OK
TimesSeeADocPerYear AZ FL SC MD NY UT TN TX WI RI VA
AnxiousDaysPerMonth AL IA SD MI WY PA OR OH NC
HealthDaysPerMonth CT IN KS MN WV OR OK
ChildrenNumber AZ IN LA MN WV ND
BadMetalDaysPerMonth CA ID ME MS WY
DrinkPerDay CO KS SC MO WA
IncomePerFamily CO LA MI NM WA
TimesBodyCheckPerYear AK MDNH UT PA
PainNonActiveDaysPerMonth FL MA NM ND
TimesUgentCarePerYear HI OH VT
AsthmaDaysPerYear AL NC
AdultsNumberPerFamily DE
NoInsuranceMonthPerYear CT

ExercisePerMonth

DrinkPerMonth

HoursSleepPerDay

Fig. 3: Top five selected obesity risk factors for each subpop-
ulation using MTL based on geographic information, i.e., 46
states of the U.S. in the selected sample data set. States are
represented by their corresponding abbreviations and each state
is associated with one color.

In the two MTL settings, the data set is divided into
different number of subpopulations in terms of either age
or geographic information. We then train a model for each
subpopulation and these multiple models are trained simul-
taneously, so that we can obtain the ranked list of obesity
risk factors for each subpopulation synchronously. In Fig.
1 and Fig. 2, subpopulation-level obesity risk factors can
be located by linking the names of risk factors at the
first column and each task with identical color. Besides
the subpopulation-level obesity risk factors, we can also
conclude the population-level obesity risk factors based on
the shared obesity risk factors by all subpopulations. For
example, the top three obesity risk factors in MTL2, shown
in Fig. 2, are shared by all subpopulations, and thus are
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TABLE I: Top five selected obesity risk factors for all 2, 000 participants from two MTL settings (i.e., MTL1 and MTL2 are
chosen from top five population-level obesity risk factors shown in Fig. 1 and Fig. 2, respectively.) and two STL methods (Linear
model using generalized least squares (LMGLS) and linear mixed-effects model (LMEM)). Note that, the first column is the
ranking number of the obesity risk factors.

Ranking MTL1 MTL2 LMGLS LMEM
1 EnergyDaysPerMonth ExercisePerMonth DrinkPerDay BadPhysicalDaysPerMonth
2 ExercisePerMonth DrinkPerMonth Age BetterHealth
3 PainNonActiveDaysPerMonth HoursSleepPerDay AgeOfDiabetes HadStroke
4 WorkHoursPerWeek PhonesUsage IncomePerFamily ExercisePerMonth
5 DrinkPerMonth BadPhysicalDaysPerMonth ChildrenNumber LimitedActivity

classified as population-level risk factors for obesity. This
result also confirms the hypothesis that multiple tasks are
related through sharing a common set of risk factors among
the tasks, which is mentioned in Section I.

Because STL only can rank the obesity risk factors at the
population-level, we compare the ranked list of obesity risk
factors obtained and concluded from two MTL settings with
the other the STL methods’ lists in Table I. We select top
five population-level obesity risk factors obtained from each
method. Even we use two different ways of defining the
tasks for MTL, the two ranked lists of obesity risk factors
at the population-level share two obesity risk factors, i.e.,
ExercisePerMonth and DrinkPerMonth. However, the two
selected STL methods’ ranked list of risk factors do not share
any obesity risk factor. As a result, we can see that MTL
outperforms STL in terms of the capability of obtaining both
subpopulation and population levels’ ranked lists of obesity
risk factors simultaneously as shown in Fig. 1 and Fig. 2.

IV. CONCLUSION

Risk factor analysis is a commonly used statistical method
for the prevention, intervention and treatment of preventable
diseases. On one hand, STL methods, including conventional
regressions and standard statistical tests, learn the obesity risk
factors ranking task at the population-level. On the other
hand, MTL is a machine learning paradigm that leverages
relatedness among the tasks to obtain the ranked list of obe-
sity risk factors for each subpopulation, by simultaneously
learning all the related tasks and transferring knowledge
between tasks using l2,1−norm regularization across all
tasks. In our experiments, we compare two STL methods
with MTL method, and MTL outperforms STL demonstrated
in our experimental results that MTL is capable to rank the
obesity risk factors at both the subpopulation and population-
levels synchronously.

Albeit the MTL framework was presented to the
subpopulation-level risk factors analysis, it is sufficiently
flexible to be extended to solve the individual-level risk factor
analysis. And hence, we will extend our present work by
combining clustering technique to study the multilevel risk
factor analysis simultaneously, i.e., individual and subpopu-
lation levels.
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